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Design issues in case-control studies
Sholom Wacholder National Cancer Institute, Bethesda, Maryland, USA

The most difficult and most important considerations in planning the protocol of a case-control study are
ascertainment of cases, selection of controls and the quality of the exposure measurement. Plans to ensure
careful field work are equally important; without attention to data collection, the protocol will be
meaningless. In most case-control studies, the measurement problem is magnified because one cannot
implement the collection of exposure information at the beginning of follow-up, and instead must rely on
interviews, existing records or extrapolation into tlie past. Consideration of a case-control study as an
efficient way to study a cohort helps to resolve scne design issues.

A case-control study can be an efficient design for studying the relationship between
an exposure and a disease.' Instead of selecting individuals for study independently of
disease and exposure status, or based on exposure status, the effort in a case-control
study is focused on cases, those who develop disease, and on a comparison set of
controls. When the disease is rare, the case-control design achieves a large savings in the
number of subjects for whom ascertainment of exposure is required, with only
moderate loss of efficiency for estimating a rate-ratio or relative odds compared with a
full cohort study, where exposure information is available for everyone.

A case-control study should always be considered in reference to the corresponding
full cohort study"* that might have been undertaken in the same study base. The study
base is the set of individuals in the study population during the time period when they
would become cases if they develop disease’; thus the unit for measuring the size of a
study base is person-time, not persons. The term ‘study base’ reflects the dynamic
nature of the cohort, whose members may enter or exit the study base as their
eligibility status changes, whether in a full cohort or a case-control study. The
relationship of the case-control study to its underlying cohort through their common
study base is central to resolving several tricky design issues discussed below, including
control selection and handling of time-dependent covariates, as well as to its analysis
and interpretation.

In chronic-disease epidemiology, the parameter of interest is typically the ratio of
incidence rates, or events per unit of person-time, at varving levels of exposure. As a
consequence, cases will be drawn from disease incident during the study period.
Anyone with prevalent disease should not be included in the study base®’ unless a
recurrence would be considered a case. Of course, specific objectives of a study may
affect these considerations; in a study of birth defects identified in newborns, the
relative odds, whose interpretation does not incorporate a time element, would be a
more pertinent parameter.

The purpose of this paper is to review the issues that need to be considered when
planning a case-control study. The emphasis is on the practical aspects of the design.
Sample size and the use of validation studies are discussed in other papers appearing in
this issue.
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1 Is a case-control study the design of choice?

The first design issue is deciding whether a case-control study is in fact the best choice.
Considerations of data quality, cost, statistical efficiency and credibility will be the
dominant determinants of which study design is most appropriate.

1.1 Data quality

In some contexts, the short interval between the launch and the completion of the
study is a major advantage of the case-control design. But the validity of a case-control
study can be compromised when the short duration is achieved by retrospective
collection of exposure information. T"he possibility of differential misclassificarion, where
the reporting of pact »v~~ e is ~ff :cted by the presence or history of disease, is an
important concern. while differential misclassification has been difficult to demon-
strate, it often cannot be ruled out,*'® and is very difficult to correct.

1.2 Cost and statistical efficiency

When will a case-control study be more efficient than a cross-sectional study, where
all subjects in the study population are included, and then a cohort study where
subjects are chosen for the study on the basis of the likelihood of exposure?

The choice of the most efficient design depends on the fractior of subjects in the
study population who develop disease and the fraction who are exposed. In the most
interesting situation, both fractions are small. Since the variance of the logarithm of
the odds ratio estimate in the standard fourfold table is the sum of the reciprocals of
the expected values,' the precision of the estimate is most sensitive to the lowest
expected number, which will be the expected number of exposed cases. Assume
further that exposure ascertainment for an individual is nc less expensive than disease
ascertainment and would cost the same for any design. An efficient design, therefore,
will obtain a fixed number of exposed cases for a relatively small effort. When the
proportion of the study population with disease is lower than the proportion exposed,
searching for the exposed cases among the cases is more productive than searching for
the exposed cases among the exposed. In more complex situations, as when level of
exposure is important, the observations that are most influential for estimating the
exposure—disease relationship will also be the exposed cases, so, the same design will
also be efficient for these purposes.

Cost can modify the conclusions of these simple efficiency considerations. A case-
control study would not be appropriate when exposure information, such as from work
records, is available easily for everyone contributing to the study base, while a major
effort is required to determine disease information. A full cohort study or one that
restricted disease follow-up to a subset of the individuals contributing to the study base
are superior alternatives. On the other hand, the cost of a cohort study can rise if
repeated efforts are required to collect time-dependent variables, in contrast to a case-
control study, where all exposure data can be collected at once, albeit retrospectively.

These cost calculations apply most directly to a study designed to evaluate a single
agent as a risk factor for a single outcome. When the goal is identification of possibly
multiple effects of a single agent, a cohort study may be more appropriate, while a
case-control design may be favoured when the purpose is to study several possible risk
factors of a single disease,
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1.3 Other considerations

Estimates of absolute rates of disease cannot be obtained from case-control studies
unless there is a full roster of the underlying cohort'"!? or the crude incidence rates are
available.!>'* Until recently, only relative measures of association could be estimated;
now, the risk difference and other nonmultiplicative parameters can also be esti-
mated.'® Further, error correction techniques that were developed for cohort studies
can be used for case-control studies.'®

It is also prudent to consider whether the scientific audience for the study is inclined
to accept results from any observational study, or particularly from a case-control
study.'” Scepticism of the validity of case-control studies is especially strong in specific
areas, such as screening.'®

2 Choice of setting

Choice of setting should be an important design decision in any study. Considerations
include the quality of information on exposure and disease and the costs of collecting
them; the variability of the exposure of interest, a factor that directly affects the
precision of the estimate; the incidence rate of disease, since a high rate will reduce the
length of time needed to accrue a fixed number of cases; likely participation rate'’;
homogeneity with respect to a major confounder that might be difficult to measure or
control for, though sometimes an appropriate control group can alleviate the con-
founding®?'; availability of a roster, as in a health-maintenance organization, from
which to identify cases and select controls®>**; and sociological knowledge of the study
setting, e.g. whether the investigators will be able to appraise the likelihood that
respondents from an unfamiliar culture are likely to provide honest answers to
sensitive questions. Of course, sometimes a particular setting is chosen in order to try
to explain extreme rates® or geographical or racial differences among rates.” >’

2.1 Temporal perspective

All case-control studies have a retrospective element to them, since selection based on
disease status requires that some actions awair determination of an individual’s disease
status. The temporal relationship between the investigators and the study,® i.e.
whether the study collected cases as they occur or after the fact is not fundamental,
although it is important for case and exposure ascertainment.” The prospective
approach allows for ‘pro-active’ determinations of disease and collection of necessary
records or materials and reduces the possibility that disease status is affecting a
measure of exposure or response to questions; of course, the cost of obtaining
exposure information from the full cohort may be prohibitive, even if only storage of
materials is required. When thorough medical history or occupational exposure
records are available but costly to abstract, a case-control study can be substantially
more economical than the corresponding retrospective full cohort study.>

2.2 Sources of data
2.2.1 Disease data

Incomplete case ascertainment can lead to bias when the exposure of interest is
related to the probability of being included.* Finding all cases is a major difficulty in
many case-control studies. A reliable registry, such as SEER in the USA or the
national cancer registries in Scandinavia, can ensure that a high proportion of eligible
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cases will be available for study and that misdiagnosis will not corrupt the case series.
Quick reporting of disease development to investigators is almost always advanta-
geous. It can reduce the number of proxy respondents needed for rapidly fatal or
degenerative diseases and the amount of time when post-disease changes can influence
responses to lifestyle questions in interviews. Reliance on other sources, like death
certificates, case records, or more informal sources such as a disease-support group®'
may result in less than full ascertainment and some false positives.

2.2.2  Exposure data

Exposure ascertainment can be the trickiest part of a case-control study. Efforts to
reduce error by improving the m=~asurement instrument can lead to savings by
reducing required sample size.”* A setting that allows a study to rely on work or
medical records rather than on interview data can reduce the likelihood of differential
misclassification, though not necessarily of nondifferential misclassification. When
self-report is required, a setting where subjects are likely to be co-operative and honest
in responding to questions is essential.

2.3 Variability of exposure data

In any study design, including case-control, the variability of the exposure under
study is a major determinant of the precision of the estimate of its effect on disease for
a given sample size. For exposures that are generally rare, the objective is to find a
setting where the exposure is relativelv common. For dietary and other continuously-
measured exposures, such as consumption of saturated fat in studies of heart disease,
the kev is the spread, as measured by the variance.

High unconditional variability of exposure is not helpful if variability conditional on
variables that must be stratified for or adjusted on is substantially lower. Thus, when
attempting to disentangle the effects of antihypertensive drugs and hyvpertension as risk
factors for renal cell cancer,’’ the ideal setting would be one where other treatments for
hypertension and other indications for drugs used as antihypertensives were common.
For a study of the effects of paternal age on the risk of Down syndrome,’* where
maternal age is a known important risk factor, a setting where there tended to be larger
discrepancies in both directions between the parents’ ages would be better than one
where the ages of the two parents tended to be similar.

2.4 Length of follow-up

The precision of estimates of effect from a case-control study increases as the
number of cases increases. Just as in a full cohort study, the number of cases can be
increased by additional person-time of follow-up from either expanding the study
population, or increasing the length of the ascertainment or the accrual period.
Possibly, the follow-up period can begin before the study itself, as in a retrospective
cohort study. Considerations of sample size and numbers of person-years required to
achieve a specified number of cases are discussed in another paper in this issue.

3 Selection of cases and controls

3.1 Case selection
A case series including al/l occurrences of disease in the study base would increase
precision of estimates from the study and eliminates the possibility of preferential
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selection of cases by severity of disease or by exposure status. When complete
ascertainment is impractical or impossible, and particularly for conditions that do not
require medical attention such as infertility, the ideal study base would be defined to
include only those whose condition would become known if they would develop
disease.”

Typically, emphasis is placed on documenting that the case developed the disease of
interest, apparently following the logic of disease outbreak epidemiology or of the
experimental paradigm. Certainly, one would never want to include a case who can be
proven not to have the disease of interest. But exclusion of all cases whose diagnosis is
not definitive can result in incomplete case ascertainment, reducing precision and
leading to possible bias. For example, a protocol that excludes cancer cases for whom
there is no histologic confirmation could esult in underrepreser- U
smaller, rural hospitals and, therefore, bias for an exposure that is related to an
agricultural exposure.?”> The most rigorous insistence on confirmation of case status is
not always appropriate for a case-control study.

3.2 Principles of control selection

Wacholder ¢t al. identified three principles of control selection, which we termed
study base, deconfounding and equal-accuracy.” They pointed out that efficiency
considerations must temper complete compliance with the three comparability
principles.*?¢

3.2.1 The study-base principle

The study base for a case-control study is the same as for the corresponding full
cohort study. Ideally, cases would be all or a sample of those in the study base who
develop disease under study. Controls can be selected randomly from the study base
or chosen so that the distribution of the exposure in the controls is the same as in the
study base; in statistical terms, the objective is to be able to consider noncases who are
not selected as controls to be missing at randon:>” from the set of eligible noncases.'>

Miettinen introduced a useful distinction between studies with a primary base and
those with a secondary base.>*'® In a primary-base study, such as the venerable
popularion-based case-control study, membership in the study base is relatively easy to
ascertain; the challenge is to find the cases that occur within the study base. A
secondary-base study begins with available cases and relies on controls to characterize
the study base from which those cases arose. The study base is implicitly defined to
include anyone who would have become a case in the study upon development of the
study disease. This defines away the difficulty of cases ascertainment; instead the
problems are identifying who is in the study base and choosing a mechanism for
selection of controls from whom characteristics of the study base can be extrapolated.
An example is a hospital-based study where cases and controls are patients presenting
at a saime hospital with specified conditions.

The study-base principle is satisfied when cases and controls each constitute a
random sample (or a complete enumeration) of incident disease and the nondiseased
within the study base. But, while useful conceptually, practical application of the
study-base principle can be a challenge.?"** Particularly for secondary-base studies, it
can be difficult to identify with certainty whether a particular individual is in the study
base and eligible to be a control; it is usually impossible to ascertain whether that
person would have gone to a study hospital if the disease were diagnosed on a given
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day. Use of a particular control series should be recognized as an assumption about the
catchment area for the case and control diseases. In practice, of course, sampling of
controls from a primary base is also problematic, as will be discussed below.

Occasionally controls may be selected from outside the study base. Female controls
could be used in a study of the effect of blood type in males if the blo. I-type
distribution in those females is the same as in males in the study base.?"*

In a cohort study, the same criteria are used to decide whether the person-time and
incidence of disease from an individual at a given time are included in the study. By
analogy, the study-base principle implies that the mechanisms used to identify cases in
a case-control study, are intrinsic determinants of proper control selection. It follows
that exclusion criteria for cases and controls should be identical.*'*

3.2.2 The comparable accuracy princ.p..

When the accuracy of reports by cases is less than perfect, the comparable accuracy
principle calls for choosing controls so that information from cases and controls is
equally reliable, even if controls who would be miore accurate than the cases are available.
For example, selection of controls with another condition has been advocated® for a
study of a congenital malformation, on the grounds of comparable accuracy. Some
reservations about the universal application of this principle are expressed below.

3.2.3  The deconfounding principle

Controls can also be selected to reduce the possibility of confounding.”™*' When
practicable, the most effective way to control for confounding is to restrict the study
base to a single level of the confounder. Stratified selection of controls can be
particularly useful in a study where it is difficult to control in the analysis alone for an
important confounder and where the risk of disease varies by level of that variable for
reasons that are difficult to characterize; examples of these confounders include
geographic and familial variables. Thus, control of confounding by genotype can be
achieved in a study base consisting entirely of strata consisting of two identical twins. It
is unclear how effective other kinds of relatives might be as controls, since some
variability in the confounding variable will remain even within matched sets. Similarly,
the usefulness of matching on neighbourhood or the first eight digits of a ten-digit
telephone number, a common practice in random digit dialling (RDD), is also
uncertain. In a recent study,* this kind of matching in RRD selection produced sets
that were close geographically and mostly concordant for socioeconomic variables; it is
impossible to determine whether matching on unmeasured variables is achieved. Of
course, these kinds of confounding cannot be controlled in the analysis by standard
methods either. In all cases, the efficiency and efficacy of using control selection to
help eliminate confounding needs to be compared with alternatives that do not involve
control selection,

3.3 Roster or no roster
3.3.1 Studies with a roster

A crucial dichotomy from the design perspective is whether or not a roster of eligible
subjects, i.e. ones who would be cases in the study if they developed disease, is
available. Use of a roster of the study base rnakes control selection much simpler. The
roster provides a sampling frame from which to select controls and a list of subjects to
check for occurrence of disease; when temporal factors are deemed important, a roster
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with dates of beginning and ending of fellow-up available makes precise control for the
effects of time simpler.

There are several options for selecting controls when a roster is available. The
simplest in concept and implementation is the case-cohort siudy,** wherein a random
sample of all eligible subjects in the roster, including cases, are selected as controls. In
the nested case-control study,? whose development antedates the case-cohort study and
which remains much more common, separate sets of controls are selected randomly
from the members of the roster at risk at the time of each case’s development of
disease. Each selection should be independent of whether the subject is a future case
or a control assigned to another case.’®* The sampling can be with replacement if the
case is deemed eligible to be selacted ac its own control, or withnir senlacamans
otherwise.®

Notwithstanding the differences in design, the analyses of case-cohort and nested
case-control designs are similar in form®®; both aim at estimating the hazard or rate
ratio comparing the incidence of disease at various levels of exposure. The primary
advantage of the nested case-control study seems to be greater efficiency,’®* partic-
ularly for estimation of time-independent variables. Several practical advantages of the
case-cohort design are consequences of its simplicity*’: use of the same controls for
several case groups to overcome the loss of efficiency that would accrue in a study of a
single disease; control selection beginning before the roster is identified completely
and without risk of needing to discard controls after a putative case is found to be
ineligible, perhaps after histologic review; flexibility in choosing among different time-
scales, in contrast to the nested case-control study where the time-scale is determined
by the sampling scheme; simple external comparisons®®; and use of the randomly
sampled subset of the cohort for learning about characteristics of the cohort.*’

3.3.2  Primary-base studies without a roster

Ideally, in a case-control study, the case series consists of all cases that arose in the
study base, and the controls are selected to be a random sampile, perhaps stratified, of
the study base. Determination of the sampling frame is problematic without a roster.
Schemes such as random digit dialling®' and area sampling®**® are expensive
attempts to characterize the study base at the time that the cases are diagnosed.
Investigators typically are not too satisfied with these, and, therefore, almost univer-
sally use alternatives, such as the file from the Health Care Financing Agency for
persons aged over 65 in the USA, when available.

These methods might be effective when almost everyone who is eligible has an equal
chance of being selected and the response rates are high; the studies are population-
based in name only, otherwise. The assumption that probability of exclusion is not
related to exposures that are functions of either an individual’s lifestyle or that vary
geographically is always difficult to justify, so complete coverage and low refusal rates
are important. Hartge and Cahill"® tabulate response rates from studies in the USA
from 1979 to 1990; they note evidence of variability, rather than a pronounced decline
over time. Perhaps improved fieldwork has compensated for the general decline in
response rates to all surveys. Changes in technology and telephone use, such as
answering machines® and cellular phones, are presenting new challenges for random
digit dialling.”

Usually, current or past cases are excluded from the controls. In the case-base
study,”®*° controls are sampled from the study base, regardless of their disease status.
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This approach allows estimation of the risk-ratio as well as the odds ratio.

3.4 Secondary-base studies

Selection of controls in a secondary-base study can be even trickier. There are two
problems: determining who is in the study base (i.e. would be ascertained as cases had
they developed disease) and obtaining an appropriate subset from that study base.
Often, the simple expedient of choosing patients seen at the study hospital for a
different disease is used. If the defining condition for controls is unassociated with the
exposure of interest, the exposure distribution in these hospital controls will have the
same exposure distribution as the study base under the assumption that the catchment
porulations for the t=~ ~~r **jons ar- the same.” Similarly, choosing controls from
those with another condition identifiea in tiie saine way as the case, such as cancer or
registry controls, can be reasonable.”’

As an example, consider an ongoing study of brain cancer at three tertiary-care
hospitals (personal communication, P. Inskip ez al.). Meningiomas and gliomas either
diagnosed initially or treated within 30 days of initial diagnosis at each hospital are
cases; controls matched to cases by distance between residence and hospital are
patients with newly diagnosed conditions seen at neurology, neurosurgery or general
surgery wards. These controls are likely to have similar referral patterns to the cases
and also offer enough variety to leave reasonable numbers for every important ex-
posureaftercontrolsseenforconditionsrelatedtothatexposureareexcludedfromanalyses.

Other types of controls can be considered. Controls can be selected from the same
medical practice as the case on the assumption that all patients originating from the
same practice would traverse the medical system in similar ways.*”> Users of medical
care controls need to consider the possibility that the practice selectively includes
patients with related diseases, potentially leading to a distorted exposure distribution
or to changes in the exposure of interest.’®>’ Another problem can be the logistical
difficulty of selecting randomly from the practice. A friend control group is another
example where nonrandom selection can be problematic, particularly since the friends
are identified by cases®’; bias can result in studies of factors related to sociability.®® On
the other hand, the set of potential relative controls seems more likely to be completely
ascertained. Still, in theory, it is important to divide the study base into mutually
exclusive strata and choose friend or relative controls from the case’s stratum.®

3.5 Which type of control is best?

It is difficult to make general pronouncements about which type of control group is
best. A perfect control group would only include those who would be cases if they had
developed disease. Thus, a roster simplifies case ascertainment and sampling for
controls. But population controls may not be appropriate when only a subset of cases
are identified,* when recall bias is an issue, or when participation rates are likely to be
low.* Since it will be almost impossible to state confidently that the three principles
delineated above are simultaneously satisfied for any given set of controls,?® the issues
become: which of the practical control series is best, and what is the bias from using
the less than perfect control group?

4 Which variables to measure?

Collecting information on variables unnecessarily can be expensive and might detract
from the effort on the primary exposure. For example, in a questionnaire study, adding
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more questions may reduce the participation rate and the quality of the responses.
Further, eventual adjustment for poorly-measured confounders can lead to more bias
than is present in the crude estimates.®” In exploratory studies, where the goal is to
identify unknown risk factors, there is clear motivation to collect more variables. Still,
though epidemiologists may be reiuctant to admit it, there is a point of diminishing
returns.

The main objective of the study should determine the variables on which to collect
data. When the goal is to evaluate a specific hypothesis, only the exposures of interest,
confounders likely to lead to mgjor bias and strong effect-modifiers need to be
collected. An anpropriately conservacdve rule would be to include established risk
factors and modifiers of the effect of the exposure of interest and possible risk factors
likely to be strongly associated with tae study exnosure. Despite the concerii avue.
confounding in the literature,®*>® it is unusual for failure to control a factor that does
not satisfy this rule to affect the interpretation of a study.®*®

Collecting greater detail on a confounder can reduce residual confounding as noted by
Breslow and Day' for smoking in a study of lung cancer. But in other contexts with
weaker confounders, the extra effort may be unnecessary. Alternatively, a random
subset of subjects can be asked about a confounder in detail, and the other subset can
be asked in a more simplified form.®°

While effect-modification is often a major concern, there is no point in collecting
expensive data on these variables unless there 1> sufficient power to detect an
important interaction.”

5 Data collection

5.1 Maintaining quality

The validity of any epidemiologic study depends fundamentally on fieldwork. Poor
fieldwork can undermine the best protocol. Eligible people with disease who are not
included as cases; cases who did not actually develop the disease of interest; subjects
who are included but not eligible or who are eligible but are improperly excluded, or
do not respond or participate can lead to distortion of study results. As long as
selection is independent of exposure of interest, conditional on stratification and
adjustment variables, there is no bias, however. An effort that succeeds in increasing
the response rate could, in theory, cause more harm than good if initial response were
independent of exposure and the extra respondents tend to have a different exposure
distribution; perhaps more likely, the final set of participants might be a better choice
than the early respondents alone. In one study,’" there was little evidence of difference
between early and late respondents to mailed anonymous questionnaires about sexual
behaviour.

Often, the most important aspect of an epidemiologic study is the instrument used
to assess exposure. This is particularly true in nutritional and environmental studies
where self-report is the sole source of exposure information. The ultimate goal should
be accurate reports rather than nondifferentially inaccurate ones. Thus, efforts to
eliminate report (recall) bias might focus on questionnaire design rather than use of
controls with diseases that might have errors similar to those of the cases.®

Some case-control studies do not require contact with individuals, but are based
solely on medical, occupational or other records. For example, pharmacy records from
a health maintenance organization have been a useful resource for studies of side-
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effects of prescription drugs.”” While errors in records are likely to be closer to
nondifferential, they must be regarded as fallible.> For example, patients do not
necessarily use the drugs that their doctors’ records indicate were prescribed.”

Hartge and Cahill" review the state-of-the-art in the conduct of fieldwork. They
emphasize the importance of pretesting instruments and procedures; of making the
effort to maximize participation; and of monitoring each component of the study on an
ongoing basis, particularly if the principal investigator is not directly involved in
them.

Fieldwork is one area where case-control studies could use improvement. For
example, a cognitive approach to improve the design of data collection instruments has
been suggested by Friedenreich.”™ Validation and calibration studies, beyond their use
in an attempt to quantify the effect of measurement error, can help to assess the
usefulness of the current instrument and to improve the quality of future instruments.
Improved approaches to maximize participation rates,”” increase the quality and
completeness of self-reports,’® prepare questionnaires,”’ and accurately describe the
timing of events’® would be especially helpful.

It is very difficult for a reader to evaluate the quality of data collection. Given its
crucial role in epidemiologic studies, much more effort is needed in how to describe
and perhaps standardize fieldwork and to assess efforts to improve quality. Quality
control techniques can help to identify problem areas; for example, listening to tape-
recorded interviews can identify problems not apparent from written materials and in
refining questions for subsequent studies.”

5.2 Equal accuracy for cases and controls

When the error structure is known, a validation studv can sometimes assess the
effects of error. Otherwise, there is a strong possibility of bias from the ubiquitous
errors in measuring exposures and confounders. When, as is often suspected, the cases
tend to overreport or controls tend to underreport exposure, estimates of odds ratios
almost always tend to be biased upward. As a result, standard dogma, reflected in the
equal-accuracy principle, has been that it is advisable to design a study so that controls’
and cases’ accuracies are similar, in order to avoid a spurious result. There are several
reasons to question this view: first, recent work has shown that bias may exaggerate or
reverse a relationship rather than attenuate it®**®®; secondly, sometimes errors in
controls that match the errors in the cases can increase bias®'; thirdly, errors in
covariates do not generally lead to bias towards the null®*; fourthly, philosophically, it
seems inappropriate to increase error in the name of equality between groups.

5.3 Time-dependent variables and reference dates

Planning for the collection of wme-dependent covariates, variables that change
unpredictably with time, is one area in the design of case-control studies that needs
more attention. Two important questions are: In reference to how many different
times should the information be collected? and, How should these reference times be
determined? A more complete history allows, in principle, assessment of the time
during which exposure must occur to convey risk and removes the possibility of not"
having exposure data at that time. However, the typically high correlation between
exposures at two different times means that disentangling latency and similar temporal
effects of exposure usually requires a large study with accurate assessment of the
changes in exposure. Unfortunately, the extra burden in collecting the additional
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detail may reduce its accuracy and increase expense.

One option is to confine the study to those with the least within-person variability.
In an ongoing study of the effects of residential electromagnetic fields and childhood
leukaemia, the investigators chose to restrict attention to the subjects who moved less
often (RL Kleinerman et al., in preparatiory). This strategy reduces costs, minimizes
the problem of integrating field measurements from two or more homes, and obviates
the need precisely to specify the time when exposure possibly confers risk; however, it
also substantially reduces the opportunity to use the data to determine when that time
might be. .

How should the reference data be determined, particularly if there is only one period
for which exposure assessment is attemp*ed? Just as calendar time and age are options
for the primary time scale in the analysis of a cohort study, so too data collection for a
time-dependent variable from a matched control can refer either to the date of the
diagnosis of the case or to the age at which the control reached the age of diagnosis of
the case. The appropriate choice should depend on whether changes in the exposure
are more striking with age or with calendar time; for example, use of a personal
computer has changed profoundly in the past decade, so a reference date based on
calendar time might be preferable, while an age-based reference date might be
appropriate for variables such as use of childcare outside the home.

This issue is even more complex in many common circumstances. Choice of
reference date for studies becomes more problematic in studies without individual
matching. Also, for many diseases, such as prostate, breast, or endometrial cancer, the
date of clinical diagnosis depends on nonaetiological factors, possibly resulting in a
rather arbitrary reference date.. Further, notwithstanding an investigator’s valiant
efforts, it is difficult for a respondent to report the level of exposure at any point in the
past precisely, especially as the elapsed time increases.** The errors in reporting
exposures at two distinct times are likely to be correlated, making disentanglement of
temporal effects even more difficult.”

5.4 Proxy interviews

In some studies the death or unavailability for interview due to cognitive or
communication disorders will be unavoidable for many cases and even some con-
trols.®> Proxy respondents are less accurate than direct interviews®®*"; still, use of proxy
controls when direct interviews are available in the name of equal accuracy should be
discouraged unless the key study variable is prone to considerably more error in the

proxy cases than in self-reports from controls.

5.5 Avoiding lengthy questionnaires

Lengthy questionnaires probably reduce participation and accuracy of reports and
increase the cost of the study. Thus, trying to obtain more kinds of information and
more details about time or level of exposure have subtle negative consequences that
must be weighed against the obvious advantages. The partial questionnaire®® is an
attempt to preserve the efficiency of a study while reducing the average length of
questionnaires by asking about variables of secondary importance to only a randomly-
selected fraction of the subjects.
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6 Efficiency

Just as considerations of efficiency, a measure of the precision of an estimate of effect
attainable for a fixed cost or sample size will often be the overriding determinant of the
decision to choose a case-control study, so too will they constrain the options available
to investigators in designing the study itself.

6.1 Matching

Mazching has been commonly used in studies with and without a roster. Controls are
selected so that the vaiue of a covariate, believed to be a confounder, is the same for the
case and the controls. The main advantage of matching is the additional efficiency that
can sometimes be achieved relative to random sampling when the control and case
distributions are substantially differen.. But the efficiency advantages for matching are
often too slight® to compensate for: any additional cost or extra effort required to
identify controls®*®°; possible exclusion of cases for whom no match is found®; and
reduced flexibility in the analysis.>® Less often, and not always successfully, matching
is used in an attempt to capture a set of unmeasured risk factors, such as social class or
access to a particular health care facility, in a single variable that is easy to measure,
such as neighbourhood.?

Sometimes matching hurts rather than helps. Overmatching is the term for counter-
productive matching, i.e. matching that can cause bias or reduce precision.’®?"%?
Matching on a variable in the pathway between exposure and disease can lead to bias.
An example would be matching on endometrial hyperplasia in a study of oestrogen
and endometrial cancer.’'* Matching on a variable that is not itself a strong risk factor
can lead to reduction in precision if it reduces the variability of the exposure conditional
on the marching variable, 1.e. the variability that is a strong determinant of the precision
of the estimate of effect. Finally, the analysis of a matched study needs to account for
the matching, in contrast to unmatched studies, where a decision about stratification
can be made at the analysis stage.

6.2 Two-stage designs instead of frequency matching

Two-stage designs include sampling schemes where the value of an easy-to-obtain
first-stage variable X, determines the probability of selection for determination of the
expensive second-stage variable X,. For example, Weinberg and Sandler®® discuss a
two-stage design where the objective is to examine the joint effects of smoking (X,)
and indoor radon exposure (X,). The appropriate two-stage design will depending on
specifics of the design and on whether interest lies in the main effect of X, or X, or in
their interaction.®’,

Frequency matching can be considered to be a special case of a two-stage design. A
major advantage of some of the two-stage approaches is that all the available data on
X, is used, in contrast to matching where the values of matching variables for potential
subjects who fail the matching test are excluded from the analysis. Two-stage designs
have several other advantages over matched studies: ability fully to manipulate the
probabilities of selection of both cases and controls for measurement of X, on the basis
of X,, rather than only selecting controls to match the observed distribution of X, in
cases; ability to estimate main effects of X, as well as X,; additional power for main
effects of X, and for X, — X, interactions’; and more flexibility in the analysis®’ of the
joint effects of X, and X,. One of the two-stage designs will usually be a better option
than frequency matching because of the more flexible design and analysis. Aside from
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the lack of easily usable software for analysis, the one disadvantage of most two-stage
designs is the requirement that eligibility criteria be verified, even for those for whom
X, is not measured.”” One two-stage design, randomized recruitment,”> however, does
not require eligibility verification, and may be appropriate, for example, when a
detailed residential history is required.

6.3 Multiple case and control groups

A single control group can be used for more than one case group. In addition to the
obvious advantage of efficiency, the estimates of effect for the various disease groups
will be correlated, providing some calibration of the control group.’® Multinle control
groups, as has been advocated,’® does no: nelp with the question v wusiis grvap oo - - .
when the results are discrepant.’

6.4 Case-only designs
When two exposures X, and X, can be assumed to be independent in the study base,
a design with no controls can be used to estimate the ratio of the odds ratios for X, at
different levels of X, (Umbach DM, Weinberg CR, unpublished observations,
1995).”° The assumption that a genotype and an environmental exposure are
independent justifies a case-only analysis thar allows cstimation of the effect of the
exposure and provides a more precise estimate of the interaction on a multiplicative
scale than the standard analysis (Umbach DM, Weinberg CR, unpublished observa-
tions, 1995). The danger of this design is that the independence assumption cannot be
verified internally without studying at least some controls (Umbach DM, Weinberg
. CR, unpublished observations, 1995).
Variation in time-dependent covariates is linked to time of the event in the case-
crossover design.'°>'®" Behaviour, such as level of physical exertion, is compared in the
" period immediately before a myocardial infarction and a specified earlier period, such
as 24 hours earlier.'®? Here, each individual forms a unique stratum, and those who are
‘concordant’ with respect to disease, i.e. for whom there is no event during follow-up,
are excluded.*>'®!

7 Outlook

The realization that a case-control study and its corresponding cohort study share a
common study base provides insight into nearly all the issues in the design of case-
control studies. Collection of exposure information, particularly when it changes with
time, is usually the most difficult challenge in the design of case-control studies.
Innovations in design and improvements in fieldwork may lead to better, more
convincing and more efficient case-control studies.
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